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What should we do about Grid Computing?   There is enormous hype about it.  IBM is investing 3B$, NSF is investing 100M$, the European eScience initiative is 150M€, and so on.  So, what are we doing?  Are we missing the boat?

First some perspective: the Grid means different things to different people.

(1) Super Computing: The scientific-computing community (and NSF) thinks of the Grid as Internet-scale Beowulf computing -- harnessing all the web’s computers to build a planetary scale ComputerGrid. Harvesting spare desktop compute cycles (Condor and Seti@Home) is part of this compute-intensive focus.
(2) Outsourcing:  IBM sees the Grid as outsourcing – IBM runs your apps and manages your data center.  This is a consulting and service business now at the core of IBM’s revenues.  They hope to capture dynamic compute loads for IBM data centers.
(3)  DataGrid - Internet-scale Data Federation: Many see the Grid as a vehicle for integrating and exchanging application data, much as the web integrated documents. The Europeans share this vision, and see it as a way of stimulating both eEverything and indigenous IT suppliers.

So, what are we doing?
The DataGrid is congruent to Microsoft’s .NET agenda, so we are most active in that aspect.  Our activities include work with the Geo community and the US Government (e.g. US Geological Survey and Dept. of Agriculture) to make geospatial data available as web services.  TerraService.net is a poster child for both eGovernment and for .NET.   We have been working with the Astronomy community on a data federation agenda – good science and good computer science (e.g., SkyServer.sdss.org or SkyQuery.net).    Web service tools and database technologies are power tools. Using them, small user groups can quickly build applications that stymied programming armies in the past.   

Many of us have been “visible” in the Global Grid Forum and other Super Computing events.  We are sponsoring a port of the Grid-toolkit (based on Globus) to Windows and are generally supportive.   The GXA vision and products largely answer the needs of the Open Grid Services Architecture (OGSA) middleware.  We are actively building and marketing GXA.

 So, what more should we do?

First, what are others doing?
The academic computer science community (operating systems, database systems, middleware, …) is not crowding around the Grid flag.   I asked why not.  The answer is interesting (don’t shoot the messenger; this is what others tell me.)   For the academic computer science community to work in this area, they would have to embrace the Super Computing agenda (that is where the US Government funding is.)  That means writing middleware to run large physics problems (GriPhyN).  They view the Grid vision as more hype than substance – one observer commented that GridFTP seems to be the killer app.  They do not see a coherent ComputerGrid research agenda that they could help advance.
I’ve gotten similar responses from the research and development groups within Microsoft.  They do not want to be drawn into the Super Computing issues.  They have many more interesting opportunities.  There are many customers with exciting new problems who are eager to rethink their approach.  In addition, most researchers would rather work on small projects with clear goals, rather than attend weekly and quarterly group meetings (the Grid projects are distributed and so need lots of coordination).  Paradoxically, the Access Grid may be the main product of the Super Computer effort.  It is a collaboration system they are building to allow collaboration.

My personal reservation is that most of the Grid researchers are operating at the level of threads, sockets, and files.   I believe the Grid will be a federation of applications and data servers – the DataGrid in the taxonomy above rather than a number cruncher ComputerGrid.  This data-centric view means that files (and FTP) are the wrong metaphor.  Classes, methods, and objects (encapsulated data) are the right metaphor.  
It is time to define object models for business and science.  Web services provide a basis; they give naming, authorization, invocation, and representation.  The remaining challenges are to use these tools to (1) capture data, (2) organize and store the encapsulated data in a database, (3) provide analysis and mining tools to search and summarize this information, (4) federate the application servers, and (5) provide client tools to access the federation and to analyze or visualize the results.   Those are substantial Computer Science research challenges.  Today the Grid Forum is light on these.  In fairness, the British have a good (but small) group of database folks and other computer scientists working on some of these issues – but DataGrid is not yet the central thrust of the Grid effort.

So, for the third time, what more should we (Microsoft) do about Grid Computing?

My recommendations are: 
(1) Continue our current engagements with the Grid Forum. Listen to their ideas, understand their requirements and goals,  and connect OGSA with GXA.
(2) Engage with end-user applications in the context of DataGrid computing (a la the astronomy work, the geography work, and the Cornell Theory Center work).  Bio and Genomics are promising new areas. 
(3) When asked about Grid computing focus on DataGrids and give concrete examples like TerraService, SkyService, and others that we develop.
(4) Promote Microsoft’s collaboration solutions in these communities (Messenger, Share-Point, DISC, Groove, and Office.)  These technologies address many of the Access Grid collaboration needs.  We want to lower the incentives to clone or re-invent these tools and services in the UNIX environment. 
�  This was written in collaboration with Charles Fitzgerald, Dan Fay, Roy Levin, Todd Needham, Andrew Herbert, Greg Rankich, and George Spix. 
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