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Abstract

Providing users with 100% availability has been a top priority for IT managers for years. Microsoft Cluster Server (MSCS), which is a feature of Microsoft Windows NT Server, Enterprise Edition , provides the platform required for you to achieve this goal.  SQL Server takes full advantage of the capabilities of MSCS.  It provides IT managers with a reliable and robust platform on which they can build their mission-critical applications.  This whitepaper discusses MSCS, current methods of achieving high-availability for database systems, how SQL Server 6.5 and the upcoming release of SQL Server will provide high-availability, scalability and maintainability and what the future holds for this technology.  
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Introduction

What is Microsoft Cluster Server?

In late 1995, Microsoft announced that they would work with their hardware and software vendors to deliver clustering for the Microsoft® Windows NT® Server network operating system, the Microsoft BackOffice™ integrated family of server software, and leading application software packages.  Clustering technology enables customers to connect a group of servers to improve application availability, data availability, fault tolerance, system manageability, and system performance.  Unlike other clustering solutions, the Microsoft approach does not require proprietary systems or proprietary server interconnection hardware.  Microsoft outlined this strategy because customers indicated a need to understand how clustering will fit into their long-term, information technology strategy.

Microsoft Cluster Server (MSCS), formerly known by its code name, “Wolfpack” will be included as a built-in feature of Microsoft Windows NT Server, Enterprise Edition.

Over fifty hardware and software vendors participated in the MSCS design reviews throughout the first half of 1996, and many of these are now working on MSCS-based products and services.  Microsoft is also working closely with a small group of Early Adopter system vendors in the development and test of its clustering software: Compaq Computer Corp., Digital Equipment Corp., Hewlett-Packard, IBM, NCR, and Tandem Computers.  Together, Microsoft and these vendors will create a standard set of products and services that will make the benefits of clustered computers easier to utilize and more cost effective for a broad variety of customers.

Clustering Defined

A cluster is a group of independent systems working together as a single system.  A client interacts with a cluster as though the cluster is a single server, even though many servers may be clustered together.  The cluster also provides a single management entity.  Cluster configurations are used to provide higher availability, easier manageability and wider scalability.

A Phased Approach

MSCS software will include an open Application Programming Interface (API) that will allow applications to take advantage of Windows NT Server, Enterprise Edition, in a clustered environment.  As will other application vendors, Microsoft plans to use this API to add cluster-enabled enhancements to future versions of its server applications, the BackOffice family of products.  Clustering will be delivered in phases.  

Phase 1:
Support for two-node failover clusters.  Applications on a primary server will automatically fail over to the secondary server when instructed to do so by the administrator or if a hardware failure occurs on the primary server.

Phase 2:
Support for shared-nothing clusters up to 16 nodes and for parallel applications that can use these large clusters to support huge workloads.

The progress in MSCS will be mirrored by progress in applications that use these features to provide application-level availability and scalability.  Microsoft SQL Server gives a good example of how applications built on top of MSCS provides these benefits to the customer.

SQL Server Use of Microsoft Cluster Server

Microsoft SQL Server is an excellent example of a Windows NT Server-based application that will take advantage of MSCS to provide enhanced scalability and availability.

Microsoft will deliver SQL Server clustering products in two phases: 

Phase 1:
Symmetric Virtual Server: Enables a two-node cluster to support multiple SQL Servers.  When one node fails or is taken offline, all the SQL Servers migrate to the surviving node.

Phase 2.:
Massive Parallelism: Enables more than two servers to be connected for higher performance.

Phase 1: Symmetric Virtual Server Solution

SQL Server will have the capability to run several SQL Server services on an MSCS Cluster.  In a two-node cluster, each node will be able to support half the database and half the load.  On failure, the surviving node will host both servers.  During normal operation, each node will serve half the clients and will be managing the database on half the disks, as shown in Figure 2.  SQL Server will also include wizards and graphical tools to automate cluster setup and management.  This phase will be supported with the Phase  1 release of MSCS.


Figure 1 – Symmetric Virtual Servers

Figure 1 shows how SQL Server will support Symmetric Virtual Servers.  Each node of the two-node cluster can support an active Microsoft SQL Server service.  If a node fails, the remaining node takes ownership of the shared SCSI disks and restarts the implementation of SQL Server that has failed over.  Phase 1 will be available with SQL  Server 6.5,  Enterprise Edition and with future versions of SQL Server.

Availability

SQL Server 6.5, Enterprise Edition is scheduled for release in the third quarter of 1998.  It will provide for Microsoft Cluster Service and it will utilize a 3 GB memory space for its execution, offering users even higher performance.

Phase 2: Massive Parallelism

Phase 2 will enable future versions of SQL Server to use massive parallelism on large clusters.  When the overall load exceeds the capabilities of a cluster, additional systems may be added to scale up or speed up the system.  This incremental growth enables customers to add processing power as needed.  This parallelism is almost automatic for client-server applications like online-transaction processing, file services, mail services, and Internet services.  In those applications the data can be spread among many nodes of the cluster, and the workload consists of many independent small jobs that can be executed in parallel.  By adding more servers and disks, the storage and workload can be distributed among more servers.  Similarly, for batch workloads like data mining and decision support queries, parallel database technology can break a single huge query in to many small independent queries that can be executed in parallel.  Sphinx will support pipeline parallelism, while future versions will support partition parallelism.

Formerly, IS professionals needed to make up-front commitments to expensive, high-end servers that provided space for additional CPUs, drives, and memory.  With the Phase 2 implementation of SQL Server on MSCS, they will be able to purchase new servers as needed and just add them to the cluster to grow the system's capacity and throughput.

Why is Clustering Important?

Many corporations have adopted the Microsoft Windows NT Server platform for their business computing.  As they realize the benefits of performance, scalability, and maturity of this new-generation operating system, corporations are continuing their migration and rightsizing efforts for their most critical business applications. 

MSCS extends the benefits of Windows NT Server, Enterprise Edition by adding:

Availability: Clusters mask most hardware and software failures by moving work to a surviving node of the cluster.  Often, the clients see a service interruption of only a few seconds.  At worst, the client must reconnect to the server and then re-submit the most recent request.

Scalability: Phase 1 of MSCS will support 2-node clusters, and Phase  2, scheduled for beta release in 1998, will support larger clusters with up to 16 nodes.  SQL Server will support Phase  1 of MSCS to provide a highly available system.  With Phase  2 MSCS clusters and future versions of SQL Server, customers can grow application servers without limits, by adding inexpensive, readily available hardware in small increments.

Manageability:  MSCS and SQL Server offer an intuitive and graphical interface to set up and manage the cluster, including the ability to do “rolling upgrades” (that is, use the cluster administration tool to manually “unload” a server for maintenance, moving all the workload to another server in the cluster to avoid downtime.)  Increasingly, the software and hardware will become self-managing.

With MSCS, managing a cluster of several nodes is almost as easy as managing a single node.  A single management interface allows the operator to perform functions on all nodes at once.  For example, security policies, registry updates and other system functions are propagated to all nodes.

When automation is not possible, task-oriented wizards lead the administrator step-by-step through the required tasks.  When Phase  1 of MSCS is released, Microsoft will release a wizard that will install SQL  Server on both nodes of the cluster and setup a resource group in MSCS for a SQL  Server cluster.

The MSCS administration tool provides system administrators with an easy -to -use tool to manage their cluster.  By improving the manner in which administrators manage clustered systems, it becomes extremely easy to manage several systems at once.  The SQL Server Enterprise Manager tool will adopt this methodology to make it easier to manage clustered databases in the same manner.

Microsoft's Clustering Solution

Cluster systems have traditionally been expensive, proprietary, and difficult to implement and maintain. This has prevented them from reaching the broad base of customers that would benefit from cost-effective enhanced reliability and availability.  The following factors must be provided to enable broad market acceptance: 

· Industry standard APIs.  Microsoft, in conjunction with technology partners, is working to establish industry standards for Clustering Application Programming Interfaces (API).  These cluster APIs expose cluster features that enable software developers to develop highly available and scalable applications.  Database servers, transaction-processing monitors and other application software can use the cluster APIs to extend the capabilities of MSCS clusters.

· Industry standard hardware.  MSCS’s take advantage of today's industry-standard PC platforms, SCSI storage subsystems, and existing network technology.  The Windows NT Server layered driver model will enable Microsoft to add support quickly for special-purpose, high-performance clustering technology (for example, low-latency interconnects) as hardware vendors bring solutions to the market.

· Server application support.  Microsoft BackOffice products use the clustering APIs to improve their scalability and availability.  Microsoft also encourages other vendors to use MSCS.  Many of the major software vendors (including Microsoft Corporation, SAP Inc., and Computer Associates) are porting their products to MSCS clusters.

· Cluster enhancement without enterprise disruption.  Because Windows NT Server already implements a cluster-compatible security and user administration model, businesses can easily add clustering to their current installations, without any disruption to users.  In addition, cluster administration is exposed through enhancements to Windows NT Server administration tools.

· Easy configuration and maintenance.  Clusters must be simple to configure and maintain by non-dedicated support staff.  MSCS clustering utilizes the existing central management capabilities of Windows NT Server.  A cluster is installed and managed with integrated graphical tools included with the product.

Next Steps

Microsoft is committed to providing an open, industry API for clustering technology.  Through public APIs and driver models, Microsoft is cooperating with other computer software and hardware industries to provide robust, economical, and standardized clustering solutions. 

Specifically, Microsoft hosted design reviews in 1996 to build industry consensus on clustering requirements that meet a broad base of business needs.  Participants included independent hardware and software vendors.  Hardware details on clustering requirements were presented at the Windows Hardware Engineering Conference (WinHEC) in April, 1996.  The first installment of the Windows NT Clustering APIs was distributed at the Microsoft Server Programmers Developers Conference (PDC) in October 1996.

MSCS went to beta test in late 1996 and will be generally available in the summer of 1997as a built-in feature of Microsoft Windows NT Server, Enterprise Edition.  Concurrent with this, Microsoft and other software vendors have been testing their software on MSCS and, in some cases, developing their applications to be cluster-aware.  These applications will be highly available.  SQL Server 6.5 will be cluster-aware when MSCS becomes available in the summer of 1997.

The next steps will extend MSCS to massively parallel clusters to provide even greater scalability.

Highly Available/Fault Tolerance Systems

What Is It and Why Is It Required?

MSCS adds three key benefits to Windows NT Server.  (1) Availability: Applications can continue functioning even if a component or components of the system fail, (2) Manageability: the ability to move workload and unload servers for maintenance without downtime and (3) Scalability: Server capacity and throughput can be increased by adding more servers to the cluster.  The 1997 release of MSCS will allow two-node clusters.  Future versions will enable clusters to grow to hundreds of processors.

Availability is the percentage of time a system is delivering acceptable service to clients.  When hardware or software breaks, conventional systems stop and must be repaired.  The performance measurement that system administrators really worry about is downtime:

% Downtime =
Repair Time


Mean Time Between Failures

MSCS can reduce downtime by decreasing the amount of time it takes to repair the system or by improving the system reliability  (increasing the mean time between failures).  Uninterruptible power supplies, using Redundant Arrays of Inexpensive Disks (RAID) systems, Error Correcting Code (ECC) memory and simplified operations interfaces all improve reliability, thus improving availability.

There is equal benefit in decreasing the repair time – if you cut it in half, you cut downtime in half.  MSCS improves availability by reducing the repair time, typically to less than a minute.  When a fault is detected, MSCS either restarts the application or switches it to another node that is ready to provide service.

MSCS enables applications to migrate to other parts of the cluster when one or more components fail.  When the failed components are repaired, the applications can migrate back to their original server.  The MSCS software orchestrates this migration.

Current Technical Implementations

UPS and RAID

An Uninterruptible Power Supply (UPS) provides basic protection against system downtime.  If the power fails, the UPS provides a few minutes of emergency power until the power is restored.  Windows NT has a graphical user interface to configure and manage a UPS.  In addition, Windows  NT has built-in support for RAID levels 0, 1, and 5.  The higher RAID levels protect the system against data unavailability or loss due to disk failure.

Transactions and On-Line Recovery

If the system or the data storage should fail, database transactions and a database that supports on-line recovery provides protection against lost data.

Backup and Recovery

Having a well-defined and executed backup plan is mandatory for any mission-critical application.  When properly performed, backups minimize, if not eliminate, the possibility of lost data.  Backups may assist in reducing downtime since having an up-to-date backup allows quick recovery in the event of a catastrophic hardware failure.  Nevertheless, users see the recovery period as downtime.

Replication Servers

Replicating data to a backup server is a viable alternative if you require 100% availability.  Replicating data to the backup server implies additional overhead to the online system and is not foolproof.   In most replication processes, there will be a latency where the transaction has been committed on the primary server and has not been replicated to the backup server.  This may result is a corrupted database that will be difficult, if not impossible, to reconcile.

Clustering Solutions

Active/Passive

In an active/passive clustering solution, a backup server monitors the heartbeat of the active server where the server and programs can operate.  The backup server remains in a passive, stand-by mode until it determines that the active server has failed.  Then it comes on line and takes control of the system.  When the primary server is repaired and comes back on line, automatic fallback is not possible.  The operator must manually switch the systems back to their original state.  Depending on the system, this may require downtime.

Depending on its implementation, the passive server may run applications while in standby mode.  These applications are terminated when failover occurs.

For many high-availability applications, an active/passive solution may be an excellent answer.  This solution provides high-availability and data integrity at an extremely high cost.  To implement this solution, the IT professional has to purchase two very expensive servers, one of which will be minimally utilized.

Active/Active

In an active/active cluster, all the servers in the cluster can run applications and act as recovery servers for other servers without having to terminate their own applications first.  They can also support failback, so when the failed server is repaired and brought back on-line, the clustering software automatically redistributes the applications that failed.

MSCS has been implemented as an active/active cluster so that IT professionals can take full advantage of their hardware and the features that come with an active/active cluster implementation.

MSCS Technology for Microsoft SQl server

SQL Server Implementation

Phase I - Symmetric Virtual Servers (SQL Server 6.5, Enterprise Edition and Sphinx)

Overview

SQL Server 6.5, Enterprise Edition and Sphinx will offer both scalability and availability using MSCS with the concept of Symmetric Virtual Servers (SVS).  With SQL Server 6.5, Enterprise Edition and Sphinx it will be possible to run several virtual servers on a single node of the cluster.  A virtual server is one logical SQL Server database running on an MSCS cluster.  This will enable each node to act as the primary server for the virtual server, and to act as the secondary server for the virtual server that is the primary server on the other node.  The definition of a server includes:

· Executables on the shared disks which includes all executables and all server databases including the Master, Model, MSDB, and TempDB.

· All user databases and log files on the clusters shared disks.

· All server contexts stored in the Windows NT registry.

· The named pipe that serves as the connection point to the database and the IP address corresponding to that named pipe.

· The SQL Executive and the Distributed Transaction Coordinator of the VS.

SQL Server will ensure that all databases and logs, and everything stored in the master database (configuration parameters, groups and users, replication information, etc.) stays consistent between the primary server and backup server.  The databases and logs reside in the same place (the shared disks) regardless of whether the virtual server runs on the primary or backup node.  Registry information is kept consistent between the primary and secondary nodes by using registry replication.

Clients connect to a SVS using the SVS name, rather than the Windows NT Server name.  The SVS name is implemented as a cluster “Network Name” resource and maps to the primary or backup node, depending on where the virtual server currently resides.  Any client that uses WINS or directory services to locate servers will automatically track the virtual server as it moves between nodes.  This automatic tracking happens without client modification or reconfiguration.  This includes SQL Enterprise Manager, and any OLE-DB, ODBC or DB-Lib applications.  When a SVS fails over, the clients are disconnected and then reconnected to the same logical SVS name.  The database reconnect is implemented in the client application and should be transparent to the user.  Transactions that were in process when the failover happened will be rolled back as part of the SQL Servers standard recovery process.  The effect is as though the VS failed and is instantly restarted on the secondary node.

Administration of the Symmetric Virtual Servers

The SVS is administered just like any SQL Server using the SQL Server Enterprise Manager administration tool.  SQL Server Executive and the Distributed Transaction Coordinator (DTC) operate as part of the SVS.

Sphinx will support administration of multiple SQL Servers as a single administrative object from a single console.  SVS’s on a given cluster can be administered as a single system by defining a “group” of servers for the cluster.  Administrative jobs and policies can then be applied to the cluster group rather than individually to each SQL Server.

Application Partitioning for Scalability

Applications can be scaled to support huge databases by partitioning the data logically between the two virtual servers running on the cluster and then using distributed queries to reference all data from either server.  Sphinx supports placement of different tables on each virtual server by enabling distributed queries and updates coordinated automatically via the Distributed Transaction Coordinator.

Sphinx will support optimized distributed execution of queries between SQL Servers (and between heterogeneous data sources using the OLE-DB rowset interface).  Transparent access to remote data can be accomplished by defining local views over remote data.

Updates to data distributed between cluster nodes are automatically coordinated to ensure data integrity and consistency.  A single update statement may only reference one remote table, but beyond that there is no programmer intervention required.

Limitations 

With Phase I of MSCS, SQL Server will be limited in the number of nodes that are supported in a cluster.  When MSCS supports more than two nodes, SQL Server will take advantage of this.

Availability

SQL Server 6.5, Enterprise Edition will be available in Q3 of 1997.  Sphinx is currently scheduled for release in the first half of 1998.

Phase II – Massive Parallelism (Future)

Overview

Sphinx supports MSCS failover for high-availability.  It also provides scalability of SQL Server applications to clusters of Windows NT nodes.  In particular, it allows all the SQL Servers in a cluster to be managed from a single console.  The SQL Servers of the cluster form a federated database in which each system can make requests to any of the others.  An application running at one node can query and join tables residing at any cluster node, and can invoke stored procedures at any node.  All these operations are orchestrated by Microsoft’s Distributed Transaction Coordinator (DTC), which is built into Windows NT, so that they inherit the ACID transaction properties.

It is Microsoft's intention that MSCS clusters will eventually be able to scale to hundreds of processors and thousands of disks.  So, Sphinx will be able to store and access even the largest databases using commodity-priced hardware and software.

Large Clusters and Geographic Distribution

Future versions of SQL Server will provide a single system image for managing and using a cluster of SQL Servers.  Objects (that is, tables) may be partitioned among many SQL Servers at many cluster nodes.  Objects will have location-transparent names, so that a program running at any node of the cluster can access the object as though it is part of the local node’s database.  By using parallel-query decomposition, a single large query against one or more partitioned tables will be decomposed into a parallel query plan that can be executed in parallel by each node of the cluster.  This parallelism is important for data warehousing and data mining applications – it will enable a hundred-fold increase in processing large queries and large utility operations.  Future versions will also support transparent failover, so those clients need not reconnect when a server fails.  Rather, the client will be connected to the cluster.

SQL Server supports data replication today.  Many customers configure a second geographically remote SQL Server system that mirrors the first system.  Often these two systems mirror one another so that each is doing half the work.  Having geographically remote systems protects against environmental failures (power-grid failures, fire, and flood).  SQL Server intends to make it easier to implement these disaster-tolerant systems by providing better configuration and management tools for them, and by providing more transparent client failover from one to the other.

Awareness of MSCS

Getting Ready Today

Most server applications will be able to take advantage of MSCS with very little modifications.  Transaction-based applications (that is, database servers such as Microsoft SQL Server), will require additional work as they must be written to ensure that the system fails over properly with no loss of transactional integrity.  This paper discussed how Microsoft SQL Server 6.5 and future versions (Sphinx and beyond) will take advantage of MSCS.  Another, more important, aspect of being cluster-aware is how to develop client applications that will work with MSCS.  We will now discuss how application developers can write client/server-based systems that will function properly with a MSCS cluster.

Developing Client Applications for MSCS Clusters

Developing a client application that will operate MSCS is relatively straightforward.  When developing applications, the developer must keep two points in mind: database recovery and error checking.

Even without using clusters, SQL Server automatically recovers all of the databases when it is restarted.  To ensure that the database is recovered in a consistent application state, the developer must use database transactions.  Using transactions will ensure that the database fails over correctly and in a consistent state.  Any transactions incomplete at the time of the failover will be undone or rolled back.  The effects of all committed transactions will be preserved.

When a SQL Server database is failed over, the application connection to the server will be lost.  So, the client must reconnect to the server.  If the connection is stateless, the client can reconnect and continue processing.  Applications developed using IIS and many other tools adopt this stateless model.  If, on the other hand, the client and server had some common state (for example, open cursors, session variables, transact SQL global variables, or data in TempDB), the failover cannot be transparent to the client.  In these cases, the application should either reflect the disconnect to the user (stating that the connection was reset) or the application must re-establish the server context.  If a transaction was in progress at the time of the failover, the client should check to see if the transaction was processed.  Giving each transaction a unique identifier best accomplishes this check.  The application stores this identifier in the database if the transaction commits.  Later, anyone can see if the transaction committed by looking for this identifier in the database.

This discussion of how clients deal with server failures is standard for any SQL Server client application, even without the use of clusters and virtual servers.  The error -checking process is quite similar when developing a client database application for a cluster.  When the cluster begins failover, the client program will receive an error on the database connection.  The errors that are encountered will depend on what the client program is attempting to do at that time.

When the virtual database server fails, a "Connection Link Failed" error will be returned to the waiting client.  At this point, the database on the primary node of the cluster has been shut down and the database will be started on the secondary node.  When SQL Server starts on the secondary node, the database will be recovered.  If a connection is attempted while the database is being recovered, the "Waiting for Database Recovery" error will be received.

The coding to make the client applications "cluster-aware" is very simple.  When the client program detects that the connection has been lost, it should attempt a reconnect.  If it is stateless, the client should reattempt the command that was executing when the database failover took place.  If the connection is stateful, then the client should re-establish the state.  If there was a transaction in progress, the client application should try to establish whether the transaction committed or aborted.

If this is done correctly, the database will be recovered in a consistent state and the program will continue to execute normally.

Developing Internet Applications for MSCS Clusters

Using Microsoft’s Internet Information Server with SQL Server and MSCS will provide your users with a highly available system to access mission -critical data in your enterprise.

Most database applications that use an Internet browser for the user interface use what is called a transient connection to access data.  A transient connection is one where the Internet Server logs into database, executes a command against the database, retrieves the resultset (if one is created) and then logs off.  State information should be stored in the database, so losing the connection will not create a problem with open transactions.

This scenario works very well with SQL Server and MSCS.  Since the database connection is not persistent, the client program does not require additional logic to handle failover scenarios.

Using ODBC’s connection -pooling feature with Microsoft’s data -access technologies such as the Internet Database Connector and Active Server Pages (a feature of IIS) enables you to create a robust and high performance application that is always available for use.

Future of MSCS Clusters

Features of MSCS – Phase II

The first version of MSCS is scheduled to be released in the summer of 1997.  At the end of 1996, MSCS entered the first phase of beta testing.  This first version of MSCS working with SQL Server 6.5 will deliver high availability, but fall short of the goal of "just adding a server to the cluster" when increased performance is required.  Building these features and capabilities into future versions of the product is a top priority.

Phase 2 of MSCS is currently planned to enter beta in 1998.  The initial release was designed with the principles of a "shared-nothing" cluster in mind.

Future versions of SQL Server will exploit the shared-nothing architecture available in Phase 2 of MSCS to provide a scalable solution to meet the enterprise needs of our customers.

Conclusion

Using Microsoft SQL Server in conjunction with MSCS technology provides IT professionals with a robust platform to host their mission -critical applications.  Its ease of use and robust architecture make MSCS the platform of choice when evaluating platforms for high-availability applications.

With future versions of MSCS and SQL Server, Microsoft will provide its customers with the most advanced technology available for standard, commodity-based hardware.

The performance and price/performance leadership of SQL Server on Windows NT makes it a logical choice for your mission -critical, highly-available applications. 

For More Information

For the latest information on Microsoft SQL Server, check out our World Wide Web site at http://www.microsoft.com/sql or the SQL Server Forum on the Microsoft Network (GO WORD: MSSQL).
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